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Quality improvement initiatives can
become bogged down by excessive data
collection. Sometimes the question arises
—are we doing an adequate job with
respect to a recommended practice? Are
we complying with some guideline in at
least X% of our patients? The perception
that one must audit large numbers of
charts may present a barrier to initiating
local improvement activities. The model
for improvement and its Plan-Do-Study-
Act (PDSA) cycles typically require fre-
quent data collection to test ideas and
refine the planned change strategy. The
perception that data collection must
involve many patients can lead to insuffi-
ciently frequent PDSA cycles." In this
review, we demonstrate the important
contributions that small samples can
make to improvement projects, including
local audits, PDSA cycles and during
broader implementation and evaluation.

SMALL SAMPLES FOR
DEMONSTRATING LOCAL GAPS IN
CARE

Suppose you are a hospital-based clinician
who has joined a medication recon-
ciliation working group. Medication
reconciliation refers to efforts to avoid
unintentional changes to medication regi-
mens at transition points such as hospital
admission and discharge.* You notice that
medication reconciliation did not occur
for several patients on your service this
week. Your institution sets a target medi-
cation reconciliation rate of at least 80%,
based on external standards and internal
commitments to patient safety. You decide
to audit 20 consecutive admissions, and
find that only 10 charts (50%) have
completed medication reconciliation. You
present your findings at the weekly team
meeting. Your colleagues tactfully point
out that your sample is far too small to
draw any meaningful conclusions.

Surprisingly, your sample of 20 con-
secutive admissions actually provides
strong evidence that local performance
falls short of your performance target. If
your service were actually performing
medication reconciliation 80% of the
time, a sample of 20 charts would
produce an observed reconciliation rate
of only 50% (or worse) about three times
out of every 1000 similar audits.” This
probability corresponds to a p value of
0.003, well below the conventional
threshold of p=0.05 for statistical signifi-
cance. In other words, you can confi-
dently reject the null hypothesis that your
sample comes from a population in
which medication reconciliation occurs at
a rate of at least 80%.

This unexpectedly robust result is best
understood by going back to high school
math class, where students are asked to
calculate probabilities related to flipping
a fair coin. A fair coin should come up
heads 50% of the time (null hypothesis).
Suppose you flip the coin 20 times and
observe 5 heads. The probability of
observing 5 (or fewer) heads in 20 flips
of a fair coin, with a 50% chance of
coming up heads, is about 2% (p=0.02).
A statistician would say that you would
reject the null hypothesis of a fair coin.
Simply put, someone is probably trying
to swindle you! You can do this calcula-
tion yourself by going to a free online
calculator such as http:/vassarstats.net/.*

The medication reconciliation audit is
analogous to a coin toss. The first differ-
ence is that the outcome of heads or tails
replaced with successful (‘heads’) or
failed (‘tails’) medication reconciliation.
The second difference is that the
expected probability has changed. With a
fair coin, the expected probability of
‘heads’ is 50%. With our medication rec-
onciliation audit, our expected probabil-
ity of successful medication reconciliation
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(‘heads’) is 80%. Each audited chart resembles a toss
of the coin and we can equate ‘coming up heads’ with
successful medication reconciliation. Online supple-
mentary appendix 1 shows the exact steps involved in
reaching the conclusion that the probability of observ-
ing 10 (or fewer) successful reconciliations in 20
charts is about 0.003. With such a low p value, a stat-
istician would say that you can confidently reject the
null hypothesis of an 80% rate of medication
reconciliation.

The practical implication is that improvement pro-
jects do not need large samples to demonstrate a gap
in system performance. Table 1 shows the sample size
requirements for local quality audits. You can use
table 1 in two ways. First, on completing an audit, the
table can quickly indicate if your result is statistically
significant. For example, if your audit showed an
observed system performance of 50% when the
desired system performance is 80%, then an audit
with a sample size of 12 or more will be statistically
significant. Second, you can use this table to plan a
sample size for an audit or PDSA cycle. For example,
if your ‘hunch’ is that the observed system perform-
ance will be 50%, and you have a desired system per-
formance of 90%, then a sample size as low as 6 will
likely suffice (though there is no harm in planning to
include a few additional observations to ensure that
you have a sample that represents your system’s usual
performance, as discussed below in ‘Can you make
reasonable inferences about local system performance?
(External validity)’ Section).

How is it possible that such small samples permit
rejecting the null hypothesis here, while properly

Table 1 Minimum sample sizes required for improvement
projects based on observed and desired system performance

Desired system performance
Observed system

performance (%) 80% 90%
95 26 140
90 70 Not applicable
85 260 180
80 Not applicable 50
75 280 28
70 80 20
66 45 15
60 25 10
50 12 6

40 10 5

20 5 5

The table shows the approximate sample size required to reject the null
hypothesis that observed performance (from an audited sample) is
consistent with the desired system performance, shown here as being
either 80% or 90%. If you wish to calculate an exact p value for your
audit or Plan—-Do-Study—Act (PDSA) result, follow the steps in online
supplementary appendix 1. If you wish to calculate the exact 95% Cl for
your audit or PDSA result, follow the steps in online supplementary
appendix 2. The results shown here all use the conventional two-tailed p
value of 0.05.

designed controlled clinical trials need to enrol hun-
dreds or thousands of patients? One reason is that we
are looking at very large differences (eg, 50% vs
809%), whereas clinical trials typically look for much
smaller differences. In fact, as shown in table 1, as the
observed performance comes closer to the desired
target we do require larger sample sizes to show sig-
nificant differences. For example, you would need an
audit sample size of 280 to show that 75% observed
performance differed significantly from a desired per-
formance of 80%.

A second reason for the surprisingly small sample
sizes shown in table 1 is that clinical researchers want
a precise estimate of treatment effect, whereas in local
audits, the precision of the estimate of system per-
formance is less important. In our audit, we found
that 10/20 (50%) of charts had successful medication
reconciliation. How sure are we that the system per-
formance is really 50%? We are not sure at all.
Statisticians use 95% Cls to describe the precision of
study results (see online supplementary appendix 2 for
details). Our audit has a 95% CI that extends from a
low of 28% to a high of 72%. In other words, if 100
audits, each of 20 charts, were carried out, 95% of the
audits would have a result between 28% and 72%. We
would never want a clinical trial to produce a result
like this: Drug X cured 50% of patients, but the cure
rate could be as low as 28% or as high as 72%. But,
for our audit, this result suffices to conclude that our
local system performance falls short of 80%. We are
less concerned about whether the actual performance
is 28% or 72%, because both are unacceptable.

SMALL SAMPLES CAN MAKE ‘RAPID
IMPROVEMENT’ RAPID

Small samples can also provide useful information in
PDSA cycles and other rapid improvement method-
ologies, not just for simple audits of performance.
Inadequate, infrequent data cycles are a common
failing in improvement projects that use the PDSA
methodology." One reason for inadequate infrequent
data cycles may be a tendency to collect too much
data in any given cycle.

Suppose that your medication reconciliation audit
has stimulated enthusiasm for local improvement. Your
team’s first change concept consists of a new medica-
tion reconciliation form that must be completed by the
ordering provider. For your first PDSA cycle, you plan
to obtain feedback from users about the form’s usabil-
ity. Your main study measure is whether the clinicians
can complete the form without your help. How many
clinicians should you study in this cycle?

You can use table 1 to plan your first PDSA. At this
early stage you will likely be recruiting friendly highly
motivated clinicians (a ‘convenience sample’) to try
out your form. You should aim for at least a 90%
success rate for completing the form without any diffi-
culty. You do not want to implement a form that
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requires training and personalised support for highly
motivated users. Therefore, you will use the third
column from table 1 with desired system performance
of 90%. Next, you need a hunch about how good you
can really expect your form to be in this first
go-around. You should be humble, because at early
stages nothing works out as intended. Let’s estimate
that 60% of clinicians will be able to complete the
form without personalised help or difficulty.
Therefore, a sample size of 10 should be sufficient. In
other words, if, as you suspect, only 60% of your con-
venience sample will compete the form without help,
you will only need observations to show that you are
not yet at your target of 90% success.

For this first (convenience) sample of 10 volunteer
users, 5/10 (50%) completed the form without any
input or instructions. The other five became frustrated
and gave up. Table 1 tells you that, with an observed
success rate of 50% and a desired target of 90%, any
audit with a sample of eight or more allows you to
confidently reject the null hypothesis that your form is
working at a 90% success rate. In other words, your
form needs work! If you wish, you can also use the
steps in online supplementary appendix 1 to calculate
an exact p value (p=0.002) for the probability that
you would observe a performance of only 50% if the
true performance were 90%. And, online supplemen-
tary appendix 2 shows how to calculate the 95% CI
for your result: (20%-80%). The quantitative element
of the first PDSA cycle is already finished. You should
obtain qualitative feedback from your 10 participants
(especially the five motivated users who could not
complete the form) and make the necessary changes.
Then you can start a second PDSA cycle next week.

HANDLE SMALL SAMPLES WITH CARE

We have highlighted the degree to which small sample
sizes can drive improvement efforts. Some readers
may wonder: surely, there is a catch? (After all,
‘There’s no such thing as a free lunch.’) The catch is
simply this: you must handle your small samples with
great care. This care is required so that (a) you can
have confidence in your results (internal validity) and
(b) you can make reasonable inferences about local
system performance (external validity). The import-
ance of data quality in larger quality improvement
studies has recently been reviewed.’

Can you have confidence in your own results? (Internal
validity)

You must have an extremely high level of confidence
in the data integrity of your small sample. We associ-
ate heightened concerns about the integrity of data
with large clinical trials. Ironically, the larger the trial,
the less it matters if the occasional patient was lost to
follow-up, or did not meet strict enrolment criteria.
We are not suggesting that standards for the conduct
of clinical trials should be relaxed. We simply point

out that a trial involving 10 000 patients can tolerate
questions about the enrolment of a few specific
patients. By contrast, for the small sample sizes we
have been discussing, a ‘few specific patients’ can
amount to a large proportion of your sample. One
patient represents a substantial contribution to a
sample of eight patients. So, the ‘catch’ (if it can be
called that) to using small samples is the need to
follow very clear steps for collecting the data.

You can handle your small sample with care by
applying five simple steps (see box 1):

Define the eligible sample

Establish exclusion criteria

State your study period

Keep a reject log

Make data collection complete
We have prepared an example of how to describe a
small sample for a medication reconciliation audit in
the box 1. First, you should define your eligible
sample. For audits, you should aim to enrol consecu-
tive eligible patients. Random samples are ideal, but
needlessly complex and impractical for most local
improvement initiatives. For early PDSA cycles, where
the focus shifts to changing provider and system per-
formance, it is practical to use convenience samples. A
convenience sample is, essentially, ‘whoever you can
get’. For example, we used friendly volunteer clini-
cians for our first PDSA cycle of our medication rec-
onciliation form. However, changes will usually
perform better in convenience samples, who are gen-
erally highly selected to be motivated and willing to
change. Therefore, once your change seems to be
working at the desired level, you should conduct an
audit using consecutive, unselected providers when-
ever possible. Of course you could also deliberately
sample clinicians who are resistant to change and
vocally opposed to your initiative (perhaps this would
be called an ‘inconvenience sample’.)

SR e

Box 1
sample

Example of a carefully handled small

Eligible sample: we identified consecutive patients admit-
ted to our inpatient medical service at General Hospital.
Exclusion criteria: we excluded patients who were admit-
ted for <12 h.

Audit period: the audit occurred from Saturday 7
November 2015 at 08:00 h to Sunday 8 November 2015
at 16:00 h.

Reject log: we identified 23 consecutive admitted
patients during the audit period. We excluded two
patients who were discharged within 12 h, leaving 21
patients for the audit.

Completeness of data collection: we completed data col-
lection for all 20 patients. One chart could not be
located.
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Second, there will be some patients who should be
excluded because the audit or improvement efforts do
not apply. In our medication reconciliation audit, we
might exclude patients who were admitted for <12 h,
because medication reconciliation is not expected to
occur during such short admissions. Third, clearly
state the start and end times for the audit or cycle.
Fourth, keep track of patients who were excluded
(‘reject log’). In example shown in the box 1, there
were 23 potentially eligible patients during the study
period, but two were excluded because they were
admitted for <12 h. This left exactly 21 patients for
the audit.

The paramount concern then becomes completeness
of data collection for these 21 patients. Suppose there
were actually 21 patients eligible for the audit, but one
chart was missing. We found that medication reconcili-
ation occurred in 10/20 patients, but we do not know
the one missing result. Therefore, the true results of
our audit could have been 10/21 (48%, 95% CI 27%
to 69%) or 11/21 (52%, 95% CI 31% to 73%). The
incomplete data collection does not substantially alter
our interpretation of the audit results, since the 95%
CI would not include our target of 80% no matter
what the outcome of the audit on the missing chart.
By contrast, suppose there were 40 patients eligible for
the audit, but 20 charts were missing. We found medi-
cation reconciliation in 10/20 of the remaining charts.
What is the result of our audit now? The answer is:
we don’t know. The actual result of our small audit
could be as poor as 10/40 (25%, 95% CI 12% to
38%) or as high as 30/40 (75%, 95% CI 62% to
88%). Because of our sloppy methods, we can con-
clude that our observed system performance is some-
where between 12% and 88%, making the entire
exercise useless. Sometimes, the reason for missing
charts or other causes of incomplete data may relate to
the problem you are trying to solve. Maybe pharma-
cists have trouble finding charts when attempting to
conduct medication reconciliation. We better track
down those charts before we attempt to draw conclu-
sions and influence our colleagues!

Can you make reasonable inferences about local system
performance? (External validity)

Audits and PDSA cycles are primarily intended to
measure and improve local performance. It is import-
ant to emphasise that you are not making any asser-
tions about performance on other services or at other
institutions. Regardless, you can anticipate criticism
that even carefully handled small samples might not
be representative of local system performance. For
instance, our initial medication reconciliation audit
was conducted on patients admitted on a weekend
(see box 1). Your colleagues point out that fewer
doctors work on weekends, so your sample of 20
charts reflects the performance of only two or three
clinicians. They also feel that the workload and

decreased support services (such as pharmacists) on

weekends mean that your results cannot be general-

ised to weekday care.

From a statistical point of view, the point about the
20 charts reflecting the care of only a few clinicians
raises the issue of ‘clustered data.”® Simply put, most
statistical tests assume that measurements are inde-
pendent. Each flip of a fair coin is independent. It
does not matter whether heads came up on the prior
flip. By contrast, small samples from a local audit will
not be independent if, for instance, the audited charts
all involve the same doctor. But, rather than delve
into the technical issues involved in handled clustering
data, readers interested in improvement can nonethe-
less appreciate that, if one wants to know how the
local system is performing, a sample that reflects the
performance of just one doctor will not suffice. You
need to consider the degree to which your small
sample is representative of local performance. In this
case, this means making sure your sample includes
charts from as many different doctors as possible. (If
you were auditing, say, the use of pressure ulcer pre-
ventions strategies, you would similarly need to avoid
sampling patients cared for by the same few nurses.)

The point about weekend care differing from week-
days may well be valid. Your colleagues believe that
the best medication reconciliation performance will be
midweek, when staffing is consistently the highest.
Therefore, you decide to conduct a second audit of
20 consecutive patients admitted Tuesday and
Wednesday by different medical teams. If the second
audit result is similar to the first, you now have strong
evidence of a gap in care. If you find excellent per-
formance (100%) on weekdays, you can conclude that
the system works well on weekdays, but not on week-
ends. Improvement efforts can be focused on closing
the gap between weekends and weekdays. If the result
is indeterminate (eg, 75% performance on weekdays)
then another audit of a representative weekday sample
can be conducted. In all cases, you have engaged your
colleagues in your improvement efforts, and you are
gathering useful data to help you understand current
gaps and guide change efforts.

In general, you can constructively address criticisms
from colleagues about audited samples by:

1. Having an excellent description of your carefully
handled sample (‘Can you have confidence in your own
results? (Internal validity)’ Section and box 1)

2. Asking your colleagues to describe why your sample may
fail to represent local performance

3. Asking your colleagues to help you conduct another
small audit using a sample that addresses their concerns.

SUMMARY

We sought with this review to demonstrate the value
of small samples in improvement projects. Small
samples can characterise local gaps in care that require
improvement and support rapid-cycle improvement.
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MISCELLANEOUS

Correction: Value of small sample sizes in rapid-
cycle quality improvement projects

Etchells E, Ho M, Shojania KG. Value of small sample sizes in rapid-cycle quality
improvement projects. BMJ Qual Safe 2016;25:202-6.

The article has been corrected since it was published online. The authors
want to alert readers to the following error identified in the published version.
The error is in the last paragraph of the section “Small samples can make ‘rapid
improvement’ Rapid”, wherein the minimum sample size has been considered as
six instead of eight.

For this first (convenience) sample of 10 volunteer users, 5/10 (50%) completed
the form without any input or instructions. The other five became frustrated
and gave up. Table 1 tells you that, with an observed success rate of 50% and a
desired target of 90%, any audit with a sample of six or more allows you to confi-
dently reject the null hypothesis that your form is working at a 90% success rate.
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APPENDIX 1: Sample Calculation of binomial probability for results of small audit cycle

Go to http://vassarstats.net/ (accessed November 25% 2015)

From the left hand menu, choose “Probabilities” then “Binomial Probabilities”

Enter value of ‘n’. nis the total number of your sample. For our medication reconciliation audit
we had a sample size of 20.

Enter the value for ‘k’, the number of ‘successes’. In this case, the number of charts with
medication reconciliation completed was 10.

Enter value for p. pis the expected probability from 0 (= 0%) to 1 (=100%). For quality audits
this will be the desired system performance. For our medication reconciliation audit, we had a
desired system performance of 80%, so we entered the value 0.8.

Hit Calculate, producing the following screen

— n P q
» Utilities 20 10 0.8 0.19999999
«Clinical

Research Calculate Reset

Calculators

Parameters of binomial sampling distribution:

«Frequency [

mean = 16

variance = 3.2
e standard deviation = 1.7889
Regression
ot-Tests & binomial z-ratio = (if applicable)
Procedures
« ANOVA P: exactly 10 out of 20
+ ANCOVA Method 1. exact binomial calculation 0.002031413703
Method 2. approximation via normal
Method 3. approximation via Poisson

P: 10 or fewer out of 20

Method 1. exact binomial calculation |0.002594827401

Method 2. approximation via normal
Method 3. approximation via Poisson

P: 10 or more out of 20
Method 1. exact binomial calculation 0.999436586302



http://vassarstats.net/

7. The exact probability of observing 10 or fewer successes in 20 trials is about 0.003 (based on the
value of 0.00259... in the first red box). For statistical significance we would use the two tailed
exact probability of 0.005 (based on the value of 0.00518.... in the second red box, appearing

further down the page in screen shot below).

VassarStats: Website for Statistical Computation

gkl Method 2. approximation via normal

«Clinical hod : i ) _

Research Method 3. approximation via Poisson

Calculators P: 10 or fewer out of 20
LA, Method 1. exact binomial calculation | 0.002594827401

« Distribution
Method 2. approximation via normal
«Frequency [

. Method 3. approximation via Poisson
«Proportions

«Ordinal Dat P: 10 or more out of 20

«Correlation Method 1. exact binomial calculation 0.999436586302

Regression Method 2. approximation via normal

«t-Tests & - i : ;

Procedures Method 3. approximation via Poisson

«ANOVA

« ANCOVA P: 10 or fewer out of 20
«Miscellanea For hypothesis testing One-Tail Two-Tail
«HOME Method 1. exact binomial calculation 0.002594827401 0.005189654802

Method 2. approximation via normal

Method 3. approximation via Poisson

As discussed in the main text, this probability in the second red box (p=0.005) means the following. If
local performance were truly at 80% (the target), the chance of observing this performance rate of only
50% (or worse) in 20 observations is only p=0.005 (i.e., 0.5%). Since this probability falls well below the
conventional threshold of p=0.05 for statistical significance, you can confidently conclude that you are
not operating at 80%.



Appendix 2: Calculating 95% confidence intervals for simple proportions

1. Go to http://vassarstats.net/

2. Choose Proportions from the left handed menu

« Utilities

Research

Calculators The Confidence Interval of a Proportion. The lower and upper limits of the 95% confidence
« Probabilitie: interval for a proportion, calculated according to two methods.

« Distribution

«Frequency [} The Confidence Interval for the Difference Between Two Independent Proportions. The lower
and upper limits of the 95% confidence interval for the difference between two independent

+Proportions proportions, calculated according to two methods.

«Ordinal Dat
'CO”ELdFi“" Significance of the Difference Between Two Independent Proportions. Calculates the z-ratio
Regression and associated one-tail and two-tail probabilities for the difference between two independent
«t-Tests & proportions.
Procedures
*ANOVA McNemar's Test for Correlated Proportions in the Marginals of a 2x2 Contingency Table.
«ANCOVA Assesses the significance of the difference between two correlated proportions, such as might
+Miscellanea be found in the case where the two proportions are based on the same sample of subjects or
on matched-pair samples.
«HOME

3. Choose The Confidence Interval of a Proportion from the list of procedures

4. Enter the number of successes (k) and total sample size (n), then hit the calculate button


http://vassarstats.net/

You will see two answers. Use the second answer (“including continuity correction”)

The Confidence Interval of a Proportion

This unit will calculate the lower and upper limits of the 95% confidence interval for a
proportion, according to two methods described by Robert Newcombe, both derived from a
procedurs outlined by E. B, Wilson in 1927 (references below). The first method uses the
Wilson procedure without a correction for continuity; the second uses the Wilson procedure
with a correction for continuity,

For the notation used here, n = the total number of observations and k = the number of
those n observations that are of particular interest. Thus, if one observes 23 recoveries
among 60 patients, n = 60, k = 23, and the proportion is 23/60 = 0.3833.

To calculate the lower and upper limits of the confidence interval for a proportion of this sort,
enter the values of k and nin the designated places, then click the «Calculates button,

Propartion = 0.5

Reset Calculate

Q5% confidence interval ! no continuity correction

Lower limit = 0.2093 Upper limit = 0.7007

95% confidence interval ! including continuity correction

Lower limit = 0.2785 Upper limit = 0.7215



MISCELLANEOUS

Correction: Value of small sample sizes in rapid-
cycle quality improvement projects

Etchells E, Ho M, Shojania KG. Value of small sample sizes in rapid-cycle quality
improvement projects. BMJ Qual Safe 2016;25:202-6.

The article has been corrected since it was published online. The authors
want to alert readers to the following error identified in the published version.
The error is in the last paragraph of the section “Small samples can make ‘rapid
improvement’ Rapid”, wherein the minimum sample size has been considered as
six instead of eight.

For this first (convenience) sample of 10 volunteer users, 5/10 (50%) completed
the form without any input or instructions. The other five became frustrated
and gave up. Table 1 tells you that, with an observed success rate of 50% and a
desired target of 90%, any audit with a sample of six or more allows you to confi-
dently reject the null hypothesis that your form is working at a 90% success rate.
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