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Instructions:

• This is a closed book examination. Once the exam begins, you have
three and one half hours to do your best. You are required to do seven
of the eight problems for full credit.

• Each problem is worth 10 points; parts of problems have equal value
unless otherwise specified.

• Justify your solutions: cite theorems that you use, provide counter
examples for disproof, give explanations, and show calculations for nu-
merical problems.

• Begin each solution on a new page and write the last four digits of your
university student ID number, and problem number, on every page.
Please write only on one side of each sheet of paper.

• The use of calculators or other electronic gadgets is not permitted dur-
ing the exam.

• Write legibly using dark pencil or pen.



1. Let A be an isometry on a finite-dimensional real inner product space
V which satisfies A2 = −I. Prove that for every vector v in V , Av is
orthogonal to v.

2. Let A be an n× n positive semi-definite matrix.

(a) Show that

∥(I − A)(I + A)−1x∥2 ≤ ∥x∥2,x ∈ Cn.

(b) Show that x ∈ nullA is equivalent to

(I − A)(I + A)−1x = x

3. Let A and B be two complex square matrices, and suppose that A and
B have the same eigenvectors. Show that if the minimal polynomial of
A is (x+1)2 and the characteristic polynomial of B is x5, then B3 = 0.

4. Consider the vector space Mn×n(R) of n × n real matrices. Consider
the linear map T : Mn×n(R) → Mn×n(R) given by T (A) = AT for all
A ∈ Mn×n(R). Here AT denotes the transpose of A.

(a) Find the characteristic polynomial and minimal polynomial of T .

(b) Find the Jordan form of T .

5. Consider the linear system

Ax = b

where A ∈ Rm×n, b ∈ Rm,m ≤ n, and rank(A) = m. Let Ω = {x ∈
Rn|Ax = b}. Prove the following theorems.

(a) Range(AT )⊥ = Ker(A)

(b) Let x, x̂ ∈ Ω. If x̂ is the orthogonal projection of x onto Range(AT ),
then x̂ = AT (AAT )−1b.

(c) The unique solution to Ax = b that minimizes the norm ∥x∥ is
x̂ = AT (AAT )−1b, i.e.

x̂ =argmin
x∈Ω

∥x∥.

2



(d) Moreover, show that x − x̂ = P2x where P2 = I − P1 (i.e., P2

is the complementary projector of P1), P1 is a projection onto
Range(AT ) along Ker(A) and P2 is a projection onto Ker(A) along
Range(AT ).

6. Let A ∈ Rn×n be a nonsingular matrix and let the vectors b and ∆b be
such that

Ax = b

A(x+∆x) = b+∆b .

(a) Show that
∥∆x∥2
∥x∥2

≤ κ2(A)

(
∥∆b∥2
∥b∥2

)
where κ2(A) := ∥A∥2∥A−1∥2, the condition number of A.

(b) Give an explanation of the bound in (a) with respect to the sig-
nificant role of the condition number in the senstivity analysis of
the linear systems. Hint: use SVD of diagonal matrix A as an
example.

7. (a) Give an explanation of what is meant by the least squares solution
of Ax = b, where A ∈ Rm×n, b ∈ Rm and m > n.

(b) Find the least squares solution of the system
−1 1
1 −1
1 1

−1 −1

(
x
y

)
=


2
2
2
2

 .

(c) Also compute the norm of the minimal residual vector.

8. Let A ∈ Rn×n be given, symmetric, and assume that the eigenvalues of
A satisfy

|λ1| > |λ2| ≥ . . . ≥ |λn−1| ≥ |λn|.
Let z ∈ Rn be given. Under what conditions on z does the following
hold, theoretically? (Be sure to actually show that it holds!)

lim
k→∞

zTAk+1z

zTAkz
= λ1

Under what conditions on z does this hold, as a practical matter? Ex-
plain fully for full credit.
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