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Caveats

– I have a long history in patient safety research and 
operations

– I have studied and implemented a wide range of 
clinical decision support tools in EHRs

– I am constantly learning, as all of you are, about AI 
and generative AI

– I am not an expert in AI algorithms! 
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AI is not new

nvidia.com



©2024 Press Ganey. All rights reserved. a PG Forsta company. 4

– A machine-based system that can, for a given set of human-defined objectives, make predictions, 

recommendations, or decisions influencing real or virtual environments.

Deterministic Probabilistic

Targeted Tasks

The Artificial Intelligence Spectrum

Rule-based 
logic

Example: 
CDS rules

More Generalized

Slide courtesy of Dr. Raj Ratwani

What is AI?

Predictive 
Analytics

Generative AI

Example: LLMs 
and portal 

messages
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AI in healthcare

1 in 4 dollars invested in healthcare going toward companies leveraging AI
- Silicon Valley Bank report

38%
Currently use 

AI

42%
Plan to use AI

definitivehc.com
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AI in healthcare

definitivehc.com
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The safe, secure, and trustworthy development and use of 
artificial intelligence 

• Directs federal agencies to create standards and 

regulations for the use and oversight of AI across 

sectors like energy, infrastructure, criminal justice, 

healthcare, housing, education, and labor, with a focus 

on protecting civil rights and liberties. 

• Guiding principles are reflected across several sections: 

• Ensuring the safety and security of AI technology

• Promoting innovation and competition

• Supporting workers

• Advancing equity and civil rights

• Protecting consumers, patients, passengers, and 

students

• Protecting privacy

• Advancing federal government use of AI

• Strengthening American leadership abroad

P R E S I D E N T  B I D E N  I S S U E S  E X E C U T I V E  O R D E R  ( E O )

Federal agencies to watch

“Harnessing AI for good and realizing its 

myriad benefits requires mitigating its 

substantial risks. This endeavor demands a 

society-wide effort that includes government, 

the private sector, academia, and civil society.”

• National Institute of Standards and Technology (NIST) within 

the Department of Commerce: tasked with developing guidelines 

and best practices for AI safety and security 

• The Department of Health and Human Services (HHS): 

responsible for new strategy and safety programs for AI in 

healthcare programs 

• Office of Management and Budget (OMB) coordinates 

interagency activity and use of AI in government 
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Valid
Beneficial & Effective
Testable
Reliable & Robust
Usable

Core Principles of 
Trustworthy AI

Explainability & 
Interpretability

Accountability 
& Transparency 

Safety

Usefulness

Fairness 
& Equity

Privacy, 
Security

& Resilience

Coalition for Health AI
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Is the technology designed 
to be safe?

Is the technology being 
used safely?

Is the technology 
implemented safely?

Questions to ask:
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Oversight Criteria

Duke University Health System; Economou-Zavlanos N. JAMIA brief 

communication 2023
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Evaluation of AI 
Solutions in Health Care 
Organizations — The 
OPTICA Tool
Dagan et al. NEJM AI 2024

https://t.n.nejm.org/r/?id=h96b67daf,8376e25,3acc4d8&cid=DM2360085_Subscriber&bid=-1766425169&p1=U2FsdGVkX19oIEErnLhAOPLNFqYWlyCCPvmesrQo5lPAVN2%2Fg4cGt%2FdlZPRp3qSQUHgnCOKeYcOL%2F%2FSEWsaYmJ%2FDxdvvqQn5mnCwz3jp%2BRSxC3%2BXMKCStQwWbDGdjz84HfpzwV5PGPYAkJB%2F5TB5QaFhGPwND0%2BLv5Zk7HB3MTYOAwCHZsTQb%2BpV2yG7u%2FEmga%2Fj6GKenVZDUHF0rwBCfw%3D%3D
https://t.n.nejm.org/r/?id=h96b67daf,8376e25,3acc4d8&cid=DM2360085_Subscriber&bid=-1766425169&p1=U2FsdGVkX19oIEErnLhAOPLNFqYWlyCCPvmesrQo5lPAVN2%2Fg4cGt%2FdlZPRp3qSQUHgnCOKeYcOL%2F%2FSEWsaYmJ%2FDxdvvqQn5mnCwz3jp%2BRSxC3%2BXMKCStQwWbDGdjz84HfpzwV5PGPYAkJB%2F5TB5QaFhGPwND0%2BLv5Zk7HB3MTYOAwCHZsTQb%2BpV2yG7u%2FEmga%2Fj6GKenVZDUHF0rwBCfw%3D%3D
https://t.n.nejm.org/r/?id=h96b67daf,8376e25,3acc4d8&cid=DM2360085_Subscriber&bid=-1766425169&p1=U2FsdGVkX19oIEErnLhAOPLNFqYWlyCCPvmesrQo5lPAVN2%2Fg4cGt%2FdlZPRp3qSQUHgnCOKeYcOL%2F%2FSEWsaYmJ%2FDxdvvqQn5mnCwz3jp%2BRSxC3%2BXMKCStQwWbDGdjz84HfpzwV5PGPYAkJB%2F5TB5QaFhGPwND0%2BLv5Zk7HB3MTYOAwCHZsTQb%2BpV2yG7u%2FEmga%2Fj6GKenVZDUHF0rwBCfw%3D%3D
https://t.n.nejm.org/r/?id=h96b67daf,8376e25,3acc4d8&cid=DM2360085_Subscriber&bid=-1766425169&p1=U2FsdGVkX19oIEErnLhAOPLNFqYWlyCCPvmesrQo5lPAVN2%2Fg4cGt%2FdlZPRp3qSQUHgnCOKeYcOL%2F%2FSEWsaYmJ%2FDxdvvqQn5mnCwz3jp%2BRSxC3%2BXMKCStQwWbDGdjz84HfpzwV5PGPYAkJB%2F5TB5QaFhGPwND0%2BLv5Zk7HB3MTYOAwCHZsTQb%2BpV2yG7u%2FEmga%2Fj6GKenVZDUHF0rwBCfw%3D%3D


©2024 Press Ganey. All rights reserved. a PG Forsta company. 12

Standing on FURM 
Ground: A Framework 
forEvaluating Fair, Useful, 
and Reliable AI Models in 
Health Care Systems

Callahan et al. NEJM Catalyst 

2024

https://t.n.nejm.org/r/?id=h967cf07d,83695d0,3ac95f5&cid=DM2359748_Catalyst_Subscriber&bid=-1770196867&p1=U2FsdGVkX19oIEErnLhAOPLNFqYWlyCCPvmesrQo5lPAVN2%2Fg4cGt%2FdlZPRp3qSQUHgnCOKeYcOL%2F%2FSEWsaYmJ%2FDxdvvqQn5mnCwz3jp%2BRSxC3%2BXMKCStQwWbDGdjz84HfpzwV5PGPYAkJB%2F5TB5QaFhGPwND0%2BLv5Zk7HB3MTYOAwCHZsTQb%2BpV2yG7u%2FEmga%2Fj6GKenVZDUHF0rwBCfw%3D%3D
https://t.n.nejm.org/r/?id=h967cf07d,83695d0,3ac95f5&cid=DM2359748_Catalyst_Subscriber&bid=-1770196867&p1=U2FsdGVkX19oIEErnLhAOPLNFqYWlyCCPvmesrQo5lPAVN2%2Fg4cGt%2FdlZPRp3qSQUHgnCOKeYcOL%2F%2FSEWsaYmJ%2FDxdvvqQn5mnCwz3jp%2BRSxC3%2BXMKCStQwWbDGdjz84HfpzwV5PGPYAkJB%2F5TB5QaFhGPwND0%2BLv5Zk7HB3MTYOAwCHZsTQb%2BpV2yG7u%2FEmga%2Fj6GKenVZDUHF0rwBCfw%3D%3D
https://t.n.nejm.org/r/?id=h967cf07d,83695d0,3ac95f5&cid=DM2359748_Catalyst_Subscriber&bid=-1770196867&p1=U2FsdGVkX19oIEErnLhAOPLNFqYWlyCCPvmesrQo5lPAVN2%2Fg4cGt%2FdlZPRp3qSQUHgnCOKeYcOL%2F%2FSEWsaYmJ%2FDxdvvqQn5mnCwz3jp%2BRSxC3%2BXMKCStQwWbDGdjz84HfpzwV5PGPYAkJB%2F5TB5QaFhGPwND0%2BLv5Zk7HB3MTYOAwCHZsTQb%2BpV2yG7u%2FEmga%2Fj6GKenVZDUHF0rwBCfw%3D%3D
https://t.n.nejm.org/r/?id=h967cf07d,83695d0,3ac95f5&cid=DM2359748_Catalyst_Subscriber&bid=-1770196867&p1=U2FsdGVkX19oIEErnLhAOPLNFqYWlyCCPvmesrQo5lPAVN2%2Fg4cGt%2FdlZPRp3qSQUHgnCOKeYcOL%2F%2FSEWsaYmJ%2FDxdvvqQn5mnCwz3jp%2BRSxC3%2BXMKCStQwWbDGdjz84HfpzwV5PGPYAkJB%2F5TB5QaFhGPwND0%2BLv5Zk7HB3MTYOAwCHZsTQb%2BpV2yG7u%2FEmga%2Fj6GKenVZDUHF0rwBCfw%3D%3D
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Safe Use

Courtesy of Dr. 

Eric Poon
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Is the technology designed 
to be safe?

Is the technology being 
used safely?

Is the technology 
implemented safely?

Can the technology improve 
patient safety?

Questions to ask:
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AI & Its Role in Patient Safety: Specific Safety Issues

Majority of use cases are 
prediction models- ADEs, 
sepsis, falls, pressure 
injuries, surgical 
complications, 
decompensation; key to 
tie into  workflow and 
action
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AI & Its Role in Patient Safety:
Decreasing Cognitive Burden

• Data gathering

• Data synthesis

• Documentation

• Taking appropriate action

• Structure asynchronous 

activities, outcomes and 

activities
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Association. All rights reserved.

From: Using Artificial Intelligence to Improve Primary Care for Patients and Clinicians

JAMA Intern Med. Published online  February 12, 2024. doi:10.1001/jamainternmed.2023.7965
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From: Using Artificial Intelligence to Improve Primary Care for Patients and Clinicians

JAMA Intern Med. Published online  February 12, 2024. doi:10.1001/jamainternmed.2023.7965
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Patient Communication

Chatbot 
had longer 

responses or 

higher 

quality and 

empathy 
compared 

to doctors
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From: Using Artificial Intelligence to Improve Primary Care for Patients and Clinicians

JAMA Intern Med. Published online  February 12, 2024. doi:10.1001/jamainternmed.2023.7965
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Significantly larger decrease in time spent in the EHR outside
7 a.m. to 7 p.m. among users starting to use the ambient AI scribe than 
among those who did not use the tool
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Association. All rights reserved.

From: Using Artificial Intelligence to Improve Primary Care for Patients and Clinicians

JAMA Intern Med. Published online  February 12, 2024. doi:10.1001/jamainternmed.2023.7965
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1. Automate low priority tasks and decrease administrative burden and cognitive load -> more time to focus on 
delivering safe care

2. Diagnosis

– Follow-up of test results and referrals/complaints without follow-up

– Imaging

– Synthesizing information in the workflow

3. Medication Decision Support/Med Reconciliation

– Smarter decision support using more robust algorithms

– Identifying discrepancies

4. Predicting harm/proactive

– Early deterioration/early detection/risk prediction (finding high risk situations through a range of data sources)

5. Measuring harm

– Triggers

– Safety event reporting/PSOs

– Easing burden of reporting by leveraging text to minimize data entry

– Analyzing to find important trends and helping prioritize

6. Patient engagement

– Identifying safety themes in patient comments
– Communication tools

Use cases for Safety: Bread and Butter vs. Shiny Object
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Diagnostic Dialogue Evaluation

Source: 

Research.Google
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Problem Example

Design • Black box

• Bias in data/bad data

• Perpetuating inaccurate information in the EHR (falsehood mimicry)

• Hallucinations/complete the narrative errors

• Sycophancy bias

• Variability (LLMs are probabilistic)

• Other unintended consequences

Implementation/Use of Findings • Patients using AI generated medical advice and experiencing harm

• Bias in how used

• Generalizability

• Drift in how used

• Decay in algorithm accuracy

• Inequitable access/widening gaps

• Depersonalized care/patient concerns

Cognition

Distraction

De-skilling/automation bias/induced 
belief revision

Re-skilling

• Too much attention to computer monitors and smart-phones, and not

• enough to patients and colleagues
• AI does not say patient is deteriorating- do we ignore clinical intuition?

• What new teaching and competencies do clinicians need? 

What to worry about
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Bias/Equity 
Considerations

Algorithms can perpetuate existing bias in the 
data

- biased data in= biased data out

Algorithms can potentially reduce existing bias if 
designed well

- language/access/bias removal

Access/cost of AI can lead to  inequities
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De-skilling and Re-skilling

– Deskilling/Automation bias/Alert fatigue

– Rely too much on the algorithm/decision support

– Lose clinical judgment and/or skills

– Has been a concern for years

– E.g. Drug interactions, barcode technology

– E.g. Cookbook medicine

– Reskilling

– How do we teach about what the algorithms can and cannot do?

– How do we highlight areas where the algorithm may be less certain?

– How do we teach clinicians how to effectively oversee?

– E.g. review of clinical notes- are we reducing or adding to workload?

– How do we talk to patients about it?
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Visual Cues

Highlight AI 
output that is 

more uncertain 

and potentially 
faulty.

Clinical-Level 

Measures

The basis for a 

system to assess 

whether a 
clinician is 

exhibiting 
automation bias.

Avoid 

Throughput 

Expectations

AI-generated 
practice 

efficiencies 

should not be 
converted into 

throughout 
expectations.

Deliberate 

Shocks 

Program AI to 

introduce faulty 

outputs to 
stimulate 

vigilance.

Paradigm Shift

Design AI to 
exercise 

vigilance over 

clinicians (e.g., 
AI only shows if 

different from 
clinician 

choice).

Designing AI to Promote Clinician Vigilance

Adler-Milstein J, Redelmeier DA, Wachter RM. The Limits of Clinician Vigilance as an AI Safety 
Bulwark. JAMA. Published online March 14, 2024. doi:10.1001/jama.2024.3620
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What Do Patients Think About AI

– Security/privacy

– Consent?

– Depersonalized care vs Increased empathy?

– Increased access to care (chatbots)

– Reduce bias

– Reduce errors

– Transparency

– Do we have to say when using AI? Do we say when using other tools (e.g. UpTo Date)?

– What are best ways to educate patients?
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How Can AI Improve Patient Safety (per Chat GPT)

1. Early Detection and Diagnosis: AI-powered algorithms can analyze large volumes of patient data, including medical records, imaging scans, and 
genetic information, to detect patterns indicative of potential health risks or diseases at an early stage. This can lead to quicker diagnosis and 
intervention, reducing the likelihood of medical errors and improving patient outcomes.

2. Predictive Analytics: AI can utilize predictive modeling techniques to forecast adverse events, such as hospital-acquired infections or 
medication errors, by analyzing patient data and identifying risk factors. Healthcare providers can then implement proactive measures to 
mitigate these risks, thereby enhancing patient safety and preventing avoidable harm.

3. Personalized Treatment Plans: AI algorithms can analyze patient characteristics, including genetic factors, medical history, and treatment 
responses, to tailor personalized treatment plans that optimize efficacy while minimizing adverse effects. By considering individual patient 
variability, AI-driven decision support systems can help reduce the likelihood of adverse drug reactions or treatment complications, thereby 
improving patient safety.

4. Real-time Monitoring and Alerts: AI-powered monitoring systems can continuously analyze patient data, such as vital signs, medication 
adherence, and physiological parameters, in real-time. These systems can automatically detect deviations from normal ranges and issue alerts 
to healthcare providers, enabling timely intervention and preventing adverse events such as sepsis or cardiac arrest.

5. Workflow Optimization: AI can streamline healthcare workflows by automating routine tasks, optimizing resource allocation, and prioritizing 
patient care activities. By reducing administrative burden and minimizing human error, AI technologies free up healthcare professionals to focus 
on delivering high-quality care, ultimately enhancing patient safety across the care continuum.
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Gartner Technology Hype Cycle
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1. Go forward

• Don’t hold AI to impossible standards – get wiser

about how to use it.

• Transparency about algorithms

• Governance/oversight rapidly evolving

2. Don’t be afraid

• It is mainly going to do the easy and boring stuff

• Solve the common problems that have been challenging

• Clinicians have “superpowers” of critical thinking and

relationship building

3. Think of AI as a new team member

• Thoughtful, intelligent, able to do some things very well, and

others not-so- well

4. Understand/proactively assess and monitor safety implications 

on many levels

“When will we 
feel unsafe if we 

are not using AI?”

How to go forward



Thank you

Tejal.Gandhi@pressganey.com
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